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VISUALIZATIONS FOR THIS 15 YOUR MACHINE LEPRNING SYSTEN?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT

MACHINE LEARNING HE LIRS ON FE DFER 9O

WHAT IF THE ANSLERS ARE |JRONG? )

(An Introduction) Y St IR RrT

HARI SUBRAMONYAM

https://xkcd.com/1838/

What is the zip-code written on the mail? (Handwriting Recognition)
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How much will a flight from CA to NYC cost in December ? (Flight Price Prediction)

Airline
Date of Journey

Source

Destination Al A B BB B ey [
Route . * o o |
Total Stops + Ah AN 4n 4

Departure Time QE*— "= g ‘ g 1 " ° 1%y 0 ) e
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DATA
COLLECTION & S:E.:::?)EN MODELING EVALUATION
PROCESSING

Machine Learning Pipeline
Liu et al. (2017)
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In what ways can visualizations
support machine learning tasks?

Understanding Data
What is the quality of the the
data?

Is the data representative?

What features are available in
the dataset?

Is the test set representative
of the data set as a whole?

Is the data labeled correctly?

Model Training
Why is the model behaving the
way it is?

What is the structure of the
model?

How can | refine the model?

Is this the best technique for
modeling the learning task?

How does the model output
change with changes in model
parameters?

Model Evaluation

How accurate is the model
output?

How can I explain the model
output?

Is the model fair?
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Visualizations for

Understanding ML Datasets

Ground
Truth
Features (Label)
2 Training Set
&
Test Set
Text/Numbers/Images, etc.... ML Model
Output
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* Understanding Data Characteristics before Modeling

+ Selecting Features for Modeling

» Debugging Data based on Model Outputs

FACETS

Sortby
Feature order ~ [0 Reverseorder  Feature search (regex enabled)

Features: [ int(6) string(9)

rain = test
Numencreatires () Chartto show
standard -
comt mesng  mean stddev  zeos  mn  medan  maX| D Dses Ormmmases
Age
32,6k 0% 3858 1364 0% 17 37 % A
163k 0% 877 1385 0% 17 a7 o0 W
0 4w e
Capital Gain 30K
326k 0% 107765 738529  91.67% 0 o 100k
163k 0% 108191 758394  91.87% o o 1ok K
0K sk 70K
Capital Loss 30K
32.6k 0% 873 40296 95.33% 0 0 4356
16.3k 0% 879 40311  9531% 0 o 30 X
S0 2 K
Education-Num
32.6k 0% 1008 257 0% 1 10 16
163k 0% 1007 257 0% 1 10 s X
2 s 10

Overview

https://pair-code.github.io/facets/

Binning | X-Axis Binning | V-Axis Colorty Label By Scatter | XAt Scater| V-Atis
(none) ~  (none) - Occupation - Education - (default) - (default) -

B Ace
&5

B Capital Gain
o

@ Copitel Loss
o

@ Ocoupation

@ Prof-specialty

® Exec-managerial Race

Marital Status
Married-civ-spous
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Sort by
Non-uniformity v

Features: int(6) string(9)

train  test

Numeric Features (6)

[ Reverse order

Feature search (regex enabled)

Chart to show

Standard v
° 1994 CenSUS dataset count missing mean std dev zeros min median MaX  Mjog Cexpand Cpercentages
* ~50k rows Capital Gain 30K
« 14 Attributes 32.6k 0% 1077.65 7,38529  91.67% 0 0 100k
(Categorical and 16.3k 0% 108191 758394  91.87% 0 0 j00k K
10K 40K 70K
Integer) Capital Loss 30K
32.6k 0% 87.3 40296  95.33% 0 0 4,356
16.3k 0% 879 40311  95.31% 0 0 3770 K
500 2K 3K 4K
Prediction task is to flwgt
. 32.6k 0% 190k 106k 0% 12.3k 178k 1.48M
determine whether a 16.3k 0% 189k 106k 0% 13.5k 178k 149M X
person makes over 50K ook Eook
ayear Hours per week
’ 32.6k 0% 40.44 12.35 0% 1 40 9
16.3k 0% 40.39 12.48 0% 1 40 99
10 30 50 70 90
Education-Num
32.6k 0% 10.08 2.57 0% 1 10 16
163k 0% 10.07 2.57 0% 1 10 16 X
2 6 10 14
Age
o ) 32.6k 0% 38.58 13.64 0% 17 37 90
http://archive.ics.uci.edu/ml/datasets 16.3k 0% 3877 13.85 0% 17 37 90 K
/Census+Income 20 40 50 80
9
Categorical Features (9) Chart to show
Standard v
count missing unique top freqtop avg strlen
+ 1994 Census dataset . bl (V106 C4cxpand] (1 percentages
* ~50k rows Target
* 14 Attributes 32.6k 0% 2 <=50K 24.7k 476
(Categorical and 16.3k 0% 2 <=50K. 12.4k 5.76
Integer) SHOW RAW DATA
o . 20K
Prediction task is to
determine whether a 4K
person makes over 50K
a year. -
2K
<=50K >50K <=50K. >50K.

http://archive.ics.uci.edu/ml/datasets
/Census+Income
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Binning | X-Axis Binning | Y-Axis Color By Label By Scatter | X-Axis Scatter | Y-Axis
(none) ~  (none) ~  Occupation ~  Education ~  (default) ~  (default)
* 1994 Census dataset
» ~50k rows
* 14 Attributes
(Categorical and
Integer)
Prediction task is to
determine whether a
person makes over 50K
by Occupation
a year. Patapeciy
@ Exec-managerial
© Craft-repair
@ Other-service
44 ® Machine-op-inspct
—_— ® null
@ Transport-moving
= ® Handlers-cleaners
— @ Tech-support
[ @ Farming-fishing
http://archive.ics.uci.edu/ml/datasets
/Census+Income
11
Quick, Draw! Dataset: | Random Faces v| Preset View: --select— v
Binning | X-Axis Binning | Y-Axis Color By Label By Scatter | X-Axis Scatter | Y-Axis
(none) ~  (none) ~  (none) (image) v (default) ~  (default) v

+
&)

https://pair-code.github.io/facets/quickdraw.html
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Randomly sampled sketches (left), pixel overlay (center) and sketch-rnn average (right) of telephone drawings
from around the world

¢

Randomly sampled sketches (left), pixel overlay (center) and sketch-rnn average (right) of telephone drawings
from India only.

https://gz.com/994486/the-way-you-draw-circles-says-a-lot-about-you

United
States

https://medium.com/analytics-vidhya/analyzing-sketches-around-the-world-with-sketch-rnn-c6cbe9b5ac80
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INFUSE (INteractive FeatUre SElection)
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€ GLOM FILT RATE, EST
““GLUCOCORTICOIDS
MGLUCOSE
(QGLUCOSE - 1 HOUR
(OGLUCOSE - 2 HOUR
QGLUCOSE - 3 HOUR
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QGLUCOSE, TWO-HOUR POSTPRANDIAL
@HEMOGLOBIN A1C/HEMOGLOBIN.TOTA
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ANTIHYPERGLY,INCRETIN MIMETIC(GLP-1 RECEP.AGONIST)
UANTIHYPERGLY, (DPP-4) INHIBITOR & BIGUANIDE COMB.
*ANTIHYPERGLYCEMIC, AMYLIN ANALOG-TYPE
WANTIHYPERGLYCEMIC, DPP-4 INHIBITORS
@ANTIHYPERGLYCEMIC, INSULIN-RELEASE STIMULANT TYPE
@ANTIHYPERGLYCEMIC, INSULIN-RESPONSE ENHANCER (N-5)
@ANTIHYPERGLYCEMIC, BIGUANIDE TYPE(NON-SULFONYLUREA)
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* Prim Open Angle Glaucoma
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Krause, Perer, and Bertini (2014)
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https://qz.com/994486/the-way-you-draw-circles-says-a-lot-about-you/
https://medium.com/analytics-vidhya/analyzing-sketches-around-the-world-with-sketch-rnn-c6cbe9b5ac80
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_ ML Task 1: Comparison of feature
selection algorithms. (4 Algorithms)

Domain Task: Predict if a patient is at risk of developing diabetes.

858 Features

ML Task 2: Comparison of

classification algorithms. (4 classifiers)

ML Task 3: Manual selection and

testing of feature sets

Diabetes Dataset

15

Medication - Orders - NSAIDS (COX NON-SPECIFIC
average rank: 67.96551724137932

pick count: 29

importance: 155.975

best rank: 13

median rank: 36.0

rank standard devitaon: 60.18218476146821

model: FeatureSelectionOddsRatio Fold #0

rank: 14

Krause,

A longer bar implies the feature has a
Relative better rank. If no bar appears, the
feature was unranked in the fold, and

“o thus did not meet the importance
pbtee threshold.

Perer, and Bertini (2014)

16
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Krause,

Perer, and Bertini (2014)

INFUSE: Interactive Feature
Selection for Predictive Modeling

of High Dimensional Data

Josua Krause, Adam Perer, Enrico Bertini

17

How expressive/effective is
this visualization?

18
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DataDebugger
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Xiang et al. (2019)
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* Clothes Image Dataset
» 37,000 Instances
* 14 Categories

Images

= 3 ML Task: Classify article of clothing
! e ebay Taohao based on image

T-shit  Jacket T-shirt Jacket Jacket

MTemn b

Xiang et al. (2019)
20
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28 x 28 Pixels 784 Dimensions

Dimensionality
Reduction
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How to Use t-SNE Effectively
oama (=1 ) Pt 16000 | Gemenson 784 o e - Although extremely useful for visualizing high-dimensional data, t-SNE plots
can som s be mysterious or misleading. By exploring how it behaves i

i 1k L simple cases, we can learn to use it more effectively.
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https://projector.tensorflow.org/

https://distill.pub/2016/misread-tsne/
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_— Wincbreak
Jacket

EECTTE g

- Vest
Underwear

Xiang et al. (2019)
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WHEF%E‘[

Xiang et al. (2019)

24
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Xiang et al. (2019)

25

Errudite

Error Analysis by:

1. Expressive grouping of
error instance

2. Counterfactual evaluation

Wau et al. (2019)

26
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Find instances to oxplore () edits)

Get Instances Sample 10 instancep worst predicted by bidaf and not in
Filter CMD
iew the filter on 10570 instances
Filt instances 100.0% of total), Emor: 3378 % of slice, 32.0% of total, 100.0% o
2 Record the Group V Get
i (answer i  prediction by bidaf(correct, i model

What year did Borte's give birth to Jochi?

As previously arranged by his father, Temijin married Bdrte of the Onggirat tribe when he was around 16 in order to cement alliances between their |
Soon after Birte's marriage to Temijin, she was kidnapped by the Merkits and reportedly given away as a wife.
Temujin rescued her with the help of his friend and future rival, Jamukha, and his protector, Toghrul Khan of the Ker
She gave birth to a son, Jochl (1186-1228), nine months later, clouding the issue of his parentage. ¥
Despite speculation over Jochi, Borte would be Temjin's only empress, though he did follow tradition by taking several morganatic wives.
When did Wel Yilin die?
The Chinese medical tradition of the Yuan had *Four Great Schools® that the Yuan inherited from the Jin dynasty.
All four schools were based on the same intellectual foundation, but different toward medicine.
Under the Mongols, the practice of Chinese medicine spr r parts of the empire.
Chinese physicians were brought along millitary campaigns by the Mongols as they expanded towards the west
Chinese medical techniques such as acupuncture, moxibustion, pulse diagnosis, and various herbal drugs and elixirs were transmitted westward to tl
empire
Several medical advances were made in the Yuan period.
The physician Wei Yilin {1277-1347) invented a suspension method for reducing dislocated joints, which he performed using anesthetics
The Mongol physician Hu Sihui described the importance of a healthy diet in a 1330 medical treatise. =

Wau et al. (2019)

Error Instances

27

rudite: An Interactive Tool for Scalable and Reproducible Error Analysis

trics Overview to explore ( edits)

Model Comparison

Getinstances | Sample 10 instances worst predicted by bidaf + that are in and not in

Model em n sent recall

Filter CMD
bidat 068 077 091 078 081 Preview the filter on 10670 instances
©_Record the Group Get samples
Returned instances (answer prediction by incorrect),
wites
Proportion d distribution
Add Attr_ Save Attrs
What year did Bérte's give birth to Jochi?
3 answer_type As previously arranged by his father, Temdfin married Bdrte of the Ong:
rte’s marriage to Temiljin, she was kidnapped by the Merkits and reportediy given away as a wife.

answer_type(groundtrut Soon aft

She gave birth 10 a son, Jochi (1185=1226), nine months later, clouding the issue of his parentage,
Despite speculation over Jochi, BGrte would be Temijin's only empress, though he did follow tradition b

1 question_type
question_type(questior

i When did We Yilin die?

F context length
J Length(context)
+ 5 o

3 2 Chinese medical tec

The Chinese medical
Allfour schools were

adition of the Yuan had “Four Gr

Schools” that the Yuan inher
ased on the same Intellectual foundation, but advocated differer

ed from the Jin dy

Under the Mongols, the practice of Chinese medicine spread to other parts of the empire.

Chinese physicians were brought along military campaigns by the Mongols as they expanded towards the west.

vances were made In the Yuan period.
question_length

Length(auestion) e Mongol physician Hu Sinul described the mpartance of a heaithy dit in 2 1330 medical r
.

e

Wau et al. (2019)

2 Temiljin rescued her with the help of his friend and future rival, Jamukha, and his protector, Toghrul Khan of the Keraite tribe.

tribe when he was around 16 In order to cement alllances between thelr respective tribes.

ing several morganatic wives

theoretical approaches toward medicine.

iques such as acupuncture, moxibustion, pulse lagnosis, and varlous herbal drugs and elixis were transmitted westward to the Middle East and the rest of the

The physician Wei Yiin (1277-1347) invented a suspension method for reducing dislocated joints, which he performed using anesthetics.

Rawn

28
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Metrics Overview Model Comparison

Model em f sent precision recall
bidaf 068 077 091 078 081
Attributes
Proportion | Show filtered distribution

Add Altr  Save Altrs.

answer_type
answer_typeCgroundtrut
PR

question_type
question_type(questior
20

context Jength
Tength(context)

question_Jength
length(question)
20

Wau et al. (2019)

Errudite: An Interactive Tool for Scalable and Reproducible Error Analysis

1o explore (] edits)

Getinstances | Sample 10 instances worst predict

d by bidat that are in and notin
Fitr cHo | STRING Cgroundtruth i; S e L e

Preview the filter on 10570 instances

), Ei 100.0% of siice, 0.2% of total, 0.

Record the Group ~_V/_Get samples

of ai error

Returned instances (answer

prediction by incorrecy)

John Mayow died in what year?
In the late 17th century, Robert Boyle proved that air is necessary for combustion.

English chemist John Mayow (1641-1678) refined this work & a part of air that he called spiritus nitrosereus or just nitroaereus.

REwR
In one experiment he found that placing efther a mouse or a it candie in a closed container over water caused the water to rise and replace one-fourteenth of the air's volume before
extinguishing the subjects.

showing that fire requires onl

From this he surmised that nitroaereus is consumed in both respiration and combustion.

esave
L}

Wihat year did Borte's give birth to Jochi?

As proviously arranged by his father, TomGjin married Bt of the Onggirat ribe when he was around 16 in order to cement alances between their respective tries,

So0n after Barte's marriage to Temjin, she was kidnapped by the Merkits and reportedy glven away 3s a wife.

Tembjin rescued her with the help of hs friend and future rval, Jamukha, and his protector, Toghrul Khan of the Keraite tribe.

She gave birth to a son, Jochi (1186=1226), nine months later, clouding the issue of his parentage.

Despite speculation over Jachi, Bdrte would be TemUjin's only empress, though he did follow tradition by taking several morganatic wives.
Vehen did Wei Yilin die?

<

29

Errudite: An Interactive Tool for Scalable and Reproducible Error Analysis

Metrics Overview Mode! Comparis

Model accuracy
[ ] saaa 0s
] qacounting
Attributes
oroportio Show filtered distributio on Rew nstances
Add Attr_ Save Attrs
answer_type
. J answer_type(groundtrut

question_type
. question_typeCquestior
» M 7 s =}

question Jength
s ]— Length(question)
w o

groun Jength
. 1 Length(groundtruths)

Wau et al. (2019)

GRoU.
Find instances to explore ( edits)
R mple 10 instances randomly - that are in and not in !

Fitercmp | Ottricount_g > 5

Preview the filter on 1215° stance:

= Record the Group '/ Get samples.

What color is the sheets?

arowcinanstriped (*3) g “3

uth:stripes (* 1) | qreunduuth-white striped
white with blus, ysllow, and red stripes

yrouncinn:multicolorad ( * 1)

What is on the sandwiches?

arouncirtniment, cheese, lettuce (1) oroundiruth-tomato and lettuce

groucinrrlottuce, cheese and tomato (* 1) | grounctruthvegetablos

GrouncinLinham, lettuce, tomatoes (1) | groundiruthdettuce, tomatoes, cabbage (* 1)
rcinuthlettuce meat tomato (*1) | groundirutnbit (*7) | groundinuti:ham and lettuce | *

srocinnavocado

gl vascouting onions

30

11/17/21
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Programming by Demonstration

American composer John Debney created a new arrangement of Ron Grainer's original theme for Doctor

Who in 1996.

For the return of the series in 2005, Murray Gold provided a new arrangement which featured samples from the 1963 original wi
further elements added; in the 2005 Christmas episode "The Christmas Invasion”, Gold introduced a modified closing credits
arrangement that was used up until the conclusion of the 2007 series.[citation needed)]

DID YOU MEAN TO FILTER INSTANCES THAT ARE... cl
starts_with(prediction(model="bidaf"), pattern="NNP")

starts_with(prediction(model="bidaf"), pattern="PERSON")

attr:answer_type == answer_type(prediction(model="bidaf"))

exact_match(model="bidaf") == @

is_correct_sent(prediction(model="bidaf")) == @

overlap(question, sentence(prediction(model="bidaf")) > overlap(question, sentence(groundtruths))

(OJCROXONCKC)

Wau et al. (2019)

31

How does this approach compare to
conventional GUI input elements ?

32

16
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Visualizations for

Modeling

33

RuleMatrix

guti]s Minimum 0 Minimum
Support 0 005 01 015 02 Fidelity 0 02 04 06 08 1
'Collapse AII] Labels: M malignant #%. . Wrong Predictions

| 1 96 E
AN i

Ming, Qu, & Bertini (2019)

34
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Ming, Qu, & Bertini (2019)

Domain Questions

What knowledge has the model learned?

How certain is the model for each piece of knowledge?

When and where is the model likely to fail?

What knowledge does the model utilize to make a prediction?

35

Training Data g

Original Model
Oracle

1. RULE INDUCTION

-P{ Distribution Estimation 1

Sampling X’

v
Predicting Y’

Learning Rule List R
from (X', YV)

Ming, Qu, & Bertini (2019)

©

Rule List

IF knees_hurt = True

THEN rain = 0.8

ELSE IF humidity < 70%

THEN rain = 0.3

ELSE IF clouds = dark

THEN rain = 0.9

ELSE rain = 0.0

2. FILTER

Filter data

Filter rules by
support

Filter rules by
confidence

3. VISUAL INTERFACE

\ |
"\ ¥ ' RIIECY |
B——II e
| P gy
N } .

sid H
Dy o M
— o I

36

18



11/17/21

Controls

v Model Info:

type: rule-explainer
#rules: 20
model: pima-nn-20-20

v Dataset: pima

sample test

v Styles

Flow Width
Rect Width
Rect Height:

Color Scheme: | Seq | Div | Qual

Settings

<

Conditional

Detail Output: o«©

%

Rule Filters

Min Evidence

Fidelity:

Ming, Qu, & Bertini (2019)

Collapse All

M Negative

b3
R
(,-}\o
&
S
&F
"DQ
K
0
|
0.99] |
|
0.841 ‘

F

138 < Glucose <155
394 < Body Mass Inde)ﬂ

(

98

)
I @I

l -
| I

-

37

Use Case: Understanding and Improving Diabetes Classification

Ming, Qu, & Bertini (2019)

38
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SMILY (Similar Medical Images Like Yours)

refine-by-region refine-by example refine-by concept

$ RNEE . Give isual Em “Show me similar

7 S ive me more visua ; ;
“Only focus on this feature, {§ :; patterns like this.” | lmagesi bu(;s V,l:!th less
ignore the rest.” 3 fused glan

NS A € o N i)

Cai et al. (2019)

39

Domain Task
Pathologists need to retrieve visually similar medical images

making a medical decision with a new patient.

Control which types of similarity matter

Cai et al. (2019)

from past patients (e.g. tissue from biopsies) to reference when

40

20
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Building the |{
SMILY
database.

Searching for

similar images

using a query
image.

Cai et al. (2019)

#

Set of slides with
annotations

SMILY app
slide view

Patch creation

Patch selected
for query

Embedding generation
for each patch

Pre-trained
deep learning
based
embedding
computation
module

Pre-trained
deep learning
based
embedding
computation
module

Generate embedding for
query patch

Build and index
search dataset

Similar image
lookup using
nearest-neighbor
search

SMILY results for
similar images

41

Cai et al. (2019)

Refine By Region

42
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Zoom in and adjust
contrast

n marks by the
doctor!

https://www.youtube.com/watch?v=AlK4_MznKJY

43

Visualizations for

Model Evaluation

44

22
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Confusion Wheel

Regions Bars Avcs Seection show [71TP: p <= 100%

—— Selected
—
[ unselected

2
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oo ioof I
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(o0

[

ect Class Rank
0

-
g

Alsallakh et al. (2014)

GEN @

Confusion Wheel of UCI Pen-Based Handwritten Digits Dataset

[E—

o 0%
& —_— B¢
o P P

45

Probabilistic
Classifier

Sample

Alsallakh et al. (2014)

M True Positives

40%

Probability

0%

0L2345E6749

Classes

46
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Alsallakh et al. (2014)

Probabilistic
Classifier

Probability

M True Positives

40%

0%

M False Negatives

0L23456789

Classes

47
(a) Predicted Class
8 " . H =
< | n | |
. a | H =
H . H =
K}
o . 6 ™
S
in .m
<
. s I = .
. . L .
. . .
| M e

Alsallakh et al. (2014)

48
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Alsallakh et al. (2014)

49

In what other ways can
we visualize this data?

50

25



11/17/21

Wexler et al. (2019)

The What-If Tool
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Visualize

@ Datapoints
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marital-status
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Datapoint editor

Visualize
@ Datapoints
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Loan Strategy Blue Population Orange Population
loan threshold: 50 loan threshold: 50
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PARITY
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c

¢

Profit: 700 Profit: 20300

https://research.google.com/bigpicture/attacking-discrimination-in-ml/

FairSight
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Group Inspection

Ahn & Lin (2019).
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What is different/unique
about visualizing ML data?
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Hohman, F., Kahng, M., Pienta, R., & Chau, D. H. (2018).
the next frontiers. IEEE transactl:ons on visualization and

computer graphics, 25(8), 2674-2693.

Visual Analytics in Deep Learning
An Interrogative Survey for the

Next Frontiers
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1. Visualizations should align with user
expertise

Dudley & Kristensson (2018)

* Model Developers and Builders

* Model Users

+ Domain Experts

* Non-Experts

* Learners/Students

Confusion matrix

1 endceves  predaeno -
Acuaves 132%  (66) | 9.8%  (49) 23.0%
acuaino 52%  (26) [FABRIN@ES9) 77.0%

ol 18.4%  (92) 81.6% (408)

2 emdcwsves  prdcesno -
Acuaves 140%  (70) | 90%  (45) 23.0%
auain 5.4%  (27) [71l6%)(@58)] 77.0%

Toal 19.4% (97) 80.6% (403)

(115)
(385)

(1s)
(385)
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1. Visualizations should align with user
expertise

2. Provide effective data representations
for the task

Dudley & Kristensson (2018)

Debugging and Improving Models
Comparing and Selecting Models
Interpretability and Explainability

Teaching ML Concepts

The

stratosphere
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1. Visualizations should align with user
expertise

2. Provide effective data representations
for the task

3. Support understanding of model
uncertainty

Dudley & Kristensson (2018)

Uncertainty is an inevitable feature
of data-driven models in most real-
world applications.

o o | © I
_ 1| %

Jessica Hullman

Northwestern University

Theories of inference for visual
analysis

December 3, 2021

Research and development in camputer science and stafistics have
produced increasingly sophisticated software interfaces for

61

1. Visualizations should align with user
expertise

2. Provide effective data representations
for the task

3. Support understanding of model
uncertainty

4. Exploit interactivity and promote rich
interactions

Dudley & Kristensson (2018)

Editing data points
Evaluating Hypotheses

Constructing Explanations

BECaEe
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vest (©
e W o
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1. Visualizations should align with user
expertise

2. Provide effective data representations
for the task

3. Support understanding of model
uncertainty

4. Exploit interactivity and promote rich
interactions

5. Support expressive inputs

Dudley & Kristensson (2018)

» Direct Manipulation

* Query-by-demonstration

ignore the rest.”
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Additional Resources

A visual
introduction to
machine learning

part-1/
How to Use t-SNE Effectively

Although extremely useful for visualizing high-dimensional data, t-SNE plots
can sometimes be mysterious or misleading. By exploring how it behaves in
simple cases, we can learn to use it more effectively.

https://distill.pub/2016/misread-tsne/

Interpretability techniques are normally studied in isolation.
We explore the powerful interfaces that arise when you combine them —
and the rich structure of this combinatorial space.

https://distill.pub/2018/building-blocks/

http://www.r2d3.us/visual-intro-to-machine-learning-

The Building Blocks of Interpretability

But what is a Neural Network?

An overview of what a neural network is, introduced
in the context of recognizing hand-written digits.

https://www.3bluelbrown.com/topics/neural-networks

Visual Analytics in Deep Learning: An
Interrogative Survey for the Next Frontiers

Hohman, F., Kahng, M., Pienta, R., & Chau, D. H. (2018).

Visual analytics in deep learning: An interrogative survey
for the next frontiers. IEEE transactions on visualization

and computer graphics, 25(8), 2674-2693.
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